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Warning Triggers in Environmental Hazards: Who Should
Be Warned to Do What and When?

Thomas J. Cova,1,∗ Philip E. Dennison,1 Dapeng Li,1 Frank A. Drews,2

Laura K. Siebeneck,3 and Michael K. Lindell4

Determining the most effective public warnings to issue during a hazardous environmental
event is a complex problem. Three primary questions need to be answered: Who should take
protective action? What is the best action? and When should this action be initiated? Warning
triggers provide a proactive means for emergency managers to simultaneously answer these
questions by recommending that a target group take a specified protective action if a pre-
set environmental trigger condition occurs (e.g., warn a community to evacuate if a wildfire
crosses a proximal ridgeline). Triggers are used to warn the public across a wide variety of
environmental hazards, and an improved understanding of their nature and role promises to:
(1) advance protective action theory by unifying the natural, built, and social themes in haz-
ards research into one framework, (2) reveal important information about emergency man-
agers’ risk perception, situational awareness, and threat assessment regarding threat behavior
and public response, and (3) advance spatiotemporal models for representing the geography
and timing of disaster warning and response (i.e., a coupled natural-built-social system). We
provide an overview and research agenda designed to advance our understanding and mod-
eling of warning triggers.
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1. INTRODUCTION

When the forecast of hazard impact reaches a
level that warrants issuing warnings, determining
the best protective action recommendations (PARs)
for a threatened population can be a complex
problem.(1–5) Three key questions arise: (1) What tar-
get groups should take protective action? (2) What
is the most appropriate PAR for each target group?
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and (3) When should these PARs be initiated?(6–12)

The first question involves careful identification of
population segments that are likely to be adversely
affected.(13,14) The second question involves selecting
the best available PARs for different target groups,
and the third question requires assessing the amount
of time that target groups will need to complete their
protective actions before hazard impact.(15,16) These
questions can be complicated by uncertainty in the
interacting components of a highly dynamic system
and compounded by time pressure, which can lead to
decision errors.(17–20) Accordingly, emergency man-
agers must consider the likelihood and cost of “false
positive” decisions to issue warnings when hazard
impact fails to occur and “false negative” decisions
to continue normal activities when hazard impact
occurs.

Given the wide range of environmental haz-
ards faced by an expanding global population, an
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increasing number of procedures are being devel-
oped to simplify the warning process, generally with
the goals of avoiding casualties and improving trans-
parency in the decision-making process. One early
example is the system of measurable emergency ac-
tion levels, emergency classes, and automatic protec-
tive actions required at commercial nuclear power
plants.(21) In general terms, a warning trigger is a de-
cision rule that links an environmental condition to
a PAR for a specified target group that answers the
question: “Who should take what action and when?”
Triggers are proactive as they tie anticipated adverse
environmental conditions to PARs ahead of the need
to warn relevant target groups. This allows emer-
gency managers to “stay ahead of the curve,” as trig-
gers define the point in time to change from “wait and
see” to “take immediate action.” They can be for-
mulated for a variety of threats and should pass four
tests to be effective: (1) the trigger condition can be
readily detected; (2) the target group is well-defined,
can receive warnings, and is receptive to taking ac-
tion; (3) there is a feasible PAR that is effective in
providing protection; and (4) suitable warnings can
be disseminated in time for protective actions to be
completed by most, if not all, of the target group.

Despite the critical role and wide use of triggers,
there has been little study of how they are set by
emergency managers, as well their efficacy in con-
junction with integrated early warning systems.(22,23)

In one of the few empirical studies, experiment par-
ticipants searched for information about approach-
ing hurricanes, assessed the threat to their assigned
jurisdiction, and issued PARs for different target
groups.(24,25) More often, behavioral hazards re-
search focuses on public response to warnings,(5,26,27)

and transportation research focuses on traffic mod-
eling and routing in evacuation networks.(28–30)

Although these two areas have merged with new
methods for incorporating behavioral research find-
ings into evacuation modeling,(31–33) protective ac-
tion research could benefit from a framework that
ties these disparate research themes to existing re-
search on modeling hazard behavior (e.g., toxic
plume dispersal, fire spread, hurricane movement),
as well as the cognitive aspects of protective ac-
tion decision making. Warning triggers may provide
a means to unify these related research areas, as
formulating one requires simultaneously consider-
ing dynamic interactions between natural, built, and
social systems (Fig. 1). Our goal is to provide an
overview of warning triggers and outline a prelimi-
nary research agenda for their study.
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Fig. 1. Common natural, built, and social input factors used in
defining a warning trigger.

2. DEFINING WARNING TRIGGER
ELEMENTS

2.1. Environmental Trigger Conditions

An unambiguous trigger condition is a critical
component in effectively timing a warning, and this
can be defined using direct observations of environ-
mental cues (perceiving an extreme event or a change
in its behavior) or measurements from sensors to de-
tect cues beyond the capability of human percep-
tion. The former might be a spotter observing a tor-
nado funnel cloud or wildfire flame front, whereas
the latter includes tsunami detection buoys,(34)

chemical release monitors,(35) flash flood stream
gauges,(36) tornado weather radars,(37) lake pres-
sure transducers,(38) wildfire detection systems,(39)

and seismographs for earthquakes(40,41) or volcanic
eruptions.(42) Table I provides examples of trigger
conditions, target groups, and PARs across a range
of hazards.

Trigger conditions generally fall into four cate-
gories: (1) early changes in environmental conditions
signaling the likelihood of an extreme environmen-
tal event with potentially adverse outcomes (e.g., ex-
treme temperature, precipitation rate, wind speed,
shoreline recession, flame lengths), (2) the actual oc-
currence of a hazardous event, (3) changes in event

dapeng
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Table I. Example Warning Triggers for Environmental Hazards (Condition, Target Group, PAR)

Hazard Condition (When?) Target Group (Who?) PAR (What?)

Dust storm Visibility < 0.5 miles County Avoid driving in low-visibility
conditions

Earthquake P-wave arrival (sensor) Metropolitan area Exit unsafe buildings
Flash flood Rainfall > 1.00” per hour in upper

canyons
County Avoid canyons

Flood Flood height >5 feet County residents Evacuate riverine areas; do not
ford flooded roads; keep
children away from flooded
areas

Glacial lake
outburst flood

Outburst flood detected Downstream towns Evacuate

HAZMAT release Immediately following release Two-mile radius around spill
location

Shelter-in-place

High winds Sustained winds >30 mph for one
hour; gusts >60 mph

County residents; high-profile
vehicles

Wind warning

Hurricane 3:00 pm (predicted arrival of
tropical storm force wind)

Households in CAT 3 inundation
zone

Evacuate inland

Landslide Rainfall >1” per hour on steep
slopes for more than three
hours

Households on steep slopes Evacuate steep slopes

Malaria outbreak Intense rainfall well above
average

Region Vector control with appropriate
drugs

Poor air quality PM 2.5 > 100 ppm County residents Cease wood burning; reduce
driving; minimize industrial
emissions

Postfire debris flow Rainfall >0.75” per hour on burn
scar

Households in run-out zone Flash flood warning

Road icing Temperature <32° Drivers on major roads Avoid travel
Sea-level rise Storm surges intolerable Island nation Migration
Terrorism Increased DHS security level (e.g.,

yellow to orange)
TSA employees See DHS actions for each level

Tornado Hook echo present in Doppler
image near populated areas

Locations within the tornado
warning polygon

Take cover; seek safety in
basement, underground shelter,
or sturdy structure

Thunderstorm Doppler radar image County residents Postpone outdoor activities
Volcanic lahars Geosensors Downslope communities Evacuate lahar paths
Wildfire Fire crossing ridgeline toward

communities
Named or delimited communities Evacuate

Winter storm Snowfall >6” in 12 hours County residents Avoid long-distance travel

magnitude (measured at the hazard source) or in-
tensity (measured at some other point such as the
target group), or (4) a threat crossing a geographic
threshold. They can be quantitative or qualitative,
but even the latter can vary in specificity and com-
plexity. For example, fire occurrence is a common
qualitative trigger condition, but a more specific in-
dicator would be a flame front crossing a prominent
ridgeline, river, or road toward a community. Exam-
ple technological triggers include an explosion near a
town or a chemical spill into a river. Threat attributes
can also be used to formulate a trigger condition by
defining a threshold value that, once exceeded, re-
sults in a warning.(43) However, even if trigger con-

ditions are objectively measured, they might be sub-
jectively related to the level of threat and can vary
widely in value, even across agencies in the same
county (e.g., rainfall rate and duration thresholds for
landslides).(44)

2.2. Target Groups

A second critical question is determining the
population to warn. If potential impact locations can
be identified in advance, an emergency planning zone
can be delimited a priori.(45) In other cases, the defi-
nition of the target group must be improvised, usually
with the goal of limiting ambiguity, so as to maximize
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compliance by those deemed at risk while avoiding
unnecessary protective action decisions by those not
at risk (e.g., shadow evacuees that create unneces-
sary traffic delays). Approaches to this problem vary
in efficacy depending on the scenario, and there are
many examples where the means for specifying the
target group impeded effective communication and
PAR compliance.(46)

Salient built environmental features are one
means for delimiting zone boundaries including
prominent roadways, but physiographic features
can also be used, as in “everyone on Manhattan
Island (physical feature) south of Central Park
(built feature)” or “households west of Horsetooth
Reservoir and north of West Colorado Road 38E.”
Administrative boundaries can also be used if target
group members have good mental maps of the
boundary, as in “Montgomery County,” “the City of
Norman,” or specific postal codes. Point, linear, or
areal buffers are also used, as in “anyone within two
miles of the spill site (point)” or “households within
a half-mile from the American River (line)” or
“residents within two miles of Graniteville (area).”
However, this method of defining triggers can be
problematic because people tend to make inaccurate
distance judgments,(47) and even the provision of risk
area maps can produce limited success because some
people are still unable to identify their respective risk
area.(48,49)

The technology for defining and communicat-
ing with at-risk groups is continually improving, and
geotargeted warnings can now be transmitted to cell
phones within a defined polygon of any size and
shape.(50–52) When warnings are staged (i.e., a series
of target subgroups is warned to take protective ac-
tion at successive times), the problem is complicated
by the need to define multiple target zones and pro-
tective action initiation times.(14,53,54) Physical, social,
or built environmental attributes are also used to de-
limit target zones, as in “households on steep, non-
vegetated slopes,” or “children and the elderly,” or
“residents residing in a mobile-home.” People who
rely on a common resource can also be targeted for a
warning, as in “water users in Las Vegas,”(55) or peo-
ple conducting a stated activity (e.g., drivers, nonres-
idents, or back-country skiers).

2.3. Protective Actions

Protective actions are taken to preserve public
health and safety from an environmental threat, and
a key challenge is determining the most effective

action to recommend.(4,56) While evacuation is the
most common PAR, alternatives include shelter-in-
place (remaining in one’s structure or location) and
shelter-in-refuge (a short trip to a safer place in the
threat area). The latter two options have been recom-
mended in chemical emergencies,(57) tornadoes,(58)

hurricanes,(59) wildfires,(60,61) tsunamis,(62) and
threats where a nearby structure or safer area
provides sufficient protection in less time than evac-
uating. This option has the benefit of reducing traffic
delays for those who lack access to adequate shelter
and must evacuate. Other PARs include preparatory
actions (e.g., packing bags and securing the home),
avoidance behaviors (e.g., avoiding actions such
as traveling, starting fires, or drinking tap water),
or preparedness actions (e.g., maintaining water
supplies or knowing how to turn off utilities).

3. CONCEPTUAL FRAMEWORKS
FOR SETTING TRIGGERS

3.1. Estimated Hazard Impact and
Evacuation Times

A significant need in trigger research is integrat-
ing hazard impact forecasts and evacuation time es-
timates (ETEs)(28,29,31) to improve protective action
decisions. Most ETE studies begin at warning initi-
ation because the incident detection and PAR de-
cision time components are implicitly assumed to
have negligible effects on the results of the analy-
sis. Instead, ETE studies generally assume a loading
function to model the rate at which vehicles travel
through the evacuation route system. The resulting
function is typically an S-curve that represents the
mathematical product of warning receipt, evacuation
preparation, and evacuation travel times that reaches
an asymptote below 100% because not everyone is
willing or able to leave (i.e., the x-axis represents time
and the y-axis indicates the cumulative percentage
of the target group that has evacuated). Fig. 2 high-
lights the importance of the oft-neglected positioning
of the ETE S-curve in a broader time frame, where
the deadline imposed by hazard impact is shown as
a dotted vertical line. Note that the percentage of
the risk area population who have completed evac-
uation before hazard impact depends significantly on
the time at which the warning process begins.

If emergency managers make an evacuation de-
cision at t3, a portion of the risk area population is
still evacuating when hazard impact occurs, whereas



Warning Triggers in Environmental Hazards 5

2:20 

 

2:50 3:20 
 

t1 t2 t3

1:00 pm 3:00 

%
 e

va
cu

at
ed

 

Hazard impact 
0

Fig. 2. The importance of a well-timed trigger in
evacuation planning and modeling where t1, t2, and
t3 represent three different trigger conditions be-
ing met.

if the decision is made at t2, the entire risk area popu-
lation has reached safety with about 10 minutes to
spare. Moreover, if the decision is made at t1, the
safety margin is increased to 40 minutes. However,
uncertainty increases the further ahead the hazard
impact is forecasted (and also exists in the evacuation
response curves), which means emergency managers
must make intuitive judgments regarding these esti-
mates and, thus, the appropriate safety margin.(63–66)

Given this perspective, “zero” on the traditional
evacuation planning and modeling x-axis (e.g., t1−3)
can be viewed as a variable for emergency managers
to set (or resolve) using a trigger condition, whether
it is an explicit rule or an intuitive decision based
on many factors (see Fig. 1). As critical as warn-
ing timing can be in PAR efficacy, few decision sup-
port models have been developed to combine factors
from all three environmental spheres to resolve this
question.(67–70)

3.2. Geographic Triggers

An alternative to the ETE S-curve is a decision
arc(71,72) or evacuation trigger point(73–75) that is com-
puted by multiplying the forward movement speed
of the hazard (a rate) by the time required for the
target population to complete its protective action.
Fig. 3 depicts a generic threat approaching a target
group located in a defined risk area. The threat is ini-
tiated at 1:00 pm and detected at 1:05 pm, with a trig-
ger set to provide one hour for the target group to
complete an evacuation, assuming the threat contin-
ues to advance at an average of 1 mph after cross-
ing the trigger buffer (i.e., it is 1 mile from the tar-
get group). The threat crosses the trigger point at
2:00 pm, whereby the target group is warned to evac-
uate. The first households start preparing at 2:10 pm,
and the first few households begin evacuating at 2:15
pm. At 2:45 pm, emergency managers verify the per-
cent of the target group that has evacuated (PAR
compliance). The threat reaches the risk area at 3:00

pm, so the trigger successfully provides one hour of
warning, preparation, and response. While this exam-
ple is intentionally simplified, this can be a very com-
plex, dynamic, and uncertain process in practice, and
many triggers may need to be formulated, altered, or
canceled in one event.

3.3. Triggers and Slack Time

If a potentially threatening environmental event
is detected early enough, emergency managers have
slack time before they need to issue a warning. This
slack allows them to monitor hazard onset and thus
reduce the likelihood of false positive or negative
decision errors. Fig. 4(a) shows the time phases for
a scenario in which there is slack time embedded
within decision time (i.e., zero represents the time at
which the event occurs). The left-hand side of deci-
sion time (black) is the interval during which the trig-
ger is formulated, and the right-hand side (light gray)
is the interval during which environmental conditions
are monitored until detection of the trigger condi-
tion initiates a warning. If the environmental hazard
has a rapid onset, or the time required to formulate
a warning trigger is prolonged (or both), there may
be no slack time. In extreme cases, hazard impact
might occur before target groups can take protective
actions. Fig. 4(b) represents the case where the trig-
ger is formulated before an event occurs, so the slack
time (gray line) takes place between trigger formu-
lation (black line) and trigger condition detection. In
this case, the postdetection decision time is negligi-
ble, and emergency managers can proceed directly to
warning initiation.

4. RESEARCH AGENDA

The objectives of the research agenda are to:
(1) extend current theory on protective actions to
include warning triggers; (2) promote descriptive
empirical studies on how emergency managers
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identify and select triggers; (3) develop and test cog-
nitive and physical models of how triggers are iden-
tified, set, and implemented; and (4) advance the
modeling of triggers as a coupled natural-built-social
system. The practical aim is to improve emergency
manager training, community resilience, and public
safety.

4.1. Conceptual Frameworks

Current research focuses on better representing
and integrating the natural (e.g., hazard initiation,
progression, and impact), built (e.g., evacuation
route system), and social (e.g., milling, compliance,
family member accounting) dimensions of the warn-
ing and evacuation process.(76,77) A key opportunity
lies in developing new conceptual frameworks to
advance our understanding of the nature and role
of triggers in the geography and timing of PARs
used in public warnings. Example research questions
include: (1) How can triggers be placed in the con-
text of existing theoretical frameworks for warning
and protective action? (2) What new theoretical
frameworks are needed to improve our understand-
ing of triggers? and (3) How can trigger constructs
be placed in the context of existing theories on
situational awareness and threat assessment?

4.2. Empirical Studies

Triggers are used across many hazards, partic-
ularly when early warning systems allow for moni-
toring hazard attribute thresholds.(78) In some cases,
the thresholds are not explicitly articulated, which
can make them difficult to share.(79,80) There are few
standards for defining triggers, and the geography
of their definition and use is an important area of
study. Questions in this research area include: (1)
What triggers were used for different environmental
hazards and what are their key elements? (2) What
factors entered into setting a trigger in a given event
and what is their relative importance? and (3) What
methods were used to define the environmental
trigger condition, target group, and PAR in a given
event (Table II)?
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Table II. Example Empirical Triggers in Past Disasters

Environmental Condition Target Group

Event Type Detection Definition Type PAR

2003 Old Fire, San
Bernardino
County,
California

Threat geography: fire
approaching from south

Perceived Named places Mountain communities Evacuate

2005 Graniteville
Chlorine Release

Threat event: train crash Perceived Boundary Buffer (1 mile from
crash)

Evacuate buffer area

2011 Tohuku
Tsunami, Japan

Threat events: quake,
tsunami

Measured Boundary Buffer: coastal
inundation zone

Evacuate to higher
ground

2012 Waldo Canyon
Fire, Colorado
Springs

Threat geography: fire
crossing ridge

Perceived Boundary Named places, salient
features: roads

Evacuate to east of I-25

2015 Tulsa–Sand
Springs Tornado

Threat event: tornado
signature on radar

Perceived,
measured

Boundary Polygon drawn around
southeastern Osage
County along I-244
near downtown Tulsa

Shelter in storm shelter,
basement, or interior
room of home

2015 San Marcos,
TX Flood

Threat geography: flood
data and flood history

Measured,
perceived

Named places Neighborhoods and
streets

Evacuate to higher
ground or temporary
shelter

2015 Calbuco
Volcano, Chile

Threat event: ash release
from volcano

Perceived Boundary Buffer: 20-km radius
surrounding the
volcano

Evacuate to outside
20-km buffer area

4.3. Trigger Cognition

Triggers are cognitive constructs that emergency
managers craft to determine PAR selection and tar-
get group response. Thus, n different experts might
formulate n different triggers for the same event.
There is a need to improve our understanding of
experts’ mental models,(81,82) cognitive processes,(83)

and cognitive styles(84) in formulating triggers and
subsequently testing this understanding against ex-
isting protective action decision theory and models.
Research questions in this area include: (1) What
cognitive theories might be used to improve our un-
derstanding of the processes by which emergency
managers define triggers? (2) How are the myriad
static and dynamic natural, built, and social factors
selected, weighed, and combined to set triggers? (3)
What domain-specific and broader knowledge de-
fines expertise in identifying, setting, and detecting
triggers? and (4) To what extent do risk thresholds,
especially the balancing of false positive and false
negative decision errors, influence the timing and se-
lection of PARs?

4.4. Assessing Trigger Efficacy

There is a need to improve our understanding of
factors that affect trigger efficacy. For example, an
effective trigger condition may be one that is tied

to environmental cues that target groups can per-
ceive and understand (e.g., levee overtopping), as
well as grounded in current science (e.g., health im-
plications of poor air quality). This is an important
issue because trigger conditions defined by unfamil-
iar measurement scales can result in overresponses
such as a shadow evacuation. For example, during
the Three Mile Island nuclear power plant emer-
gency, the state governor issued a warning based on
a radiation-exposure-level trigger of 5 millirem and
a target group of pregnant women and preschool
children within five miles of the Three Mile Island
nuclear power plant. This unambiguously defined
target group only encompassed about 10,000 peo-
ple at most, but stimulated an evacuation by nearly
150,000.(85) Questions in this theme include: (1) What
attributes comprise an effective trigger, and what
might constitute a poorly defined one? and (2) What
triggers worked well in real events, which ones didn’t,
and what are the differences in these two types of
situations?

4.5. Modeling Triggers in Natural-Built-Social
Systems

Trigger modeling should span the event timeline
from hazard initiation through hazard impact, as
well as the response timeline from incident detection
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through PAR verification. This is a very interdis-
ciplinary modeling arena, as it involves hazard
dynamics through time and space, emergency man-
ager decision making, the hazard exposure and
hazard vulnerability of the built environment, target
group response, and evacuation traffic analysis and
management. Modelers should treat all aspects of the
hazard scenario as unknowns rather than assumed
givens (e.g., environmental trigger condition, target
groups, PARs). Questions in this area include: (1)
What new modeling frameworks and approaches
need to be developed to pursue the question of
“who should take what action and when should they
respond” in a dynamic natural-built-social context?
and (2) What real-time emergency decision support
systems need to be developed?

4.6. Assessing Error and Uncertainty in a
Dynamic Context

The factors in Fig. 1 that influence trigger defini-
tion vary in uncertainty, which affects the spatiotem-
poral aspects of the target group’s PARs. Specif-
ically, uncertainties about hazard impact location,
intensity, and arrival time raise issues about the prob-
abilities and costs of false positive and false nega-
tive decision errors. In particular, concern about false
negative errors can lead to defining a target group
more broadly and warning it sooner. Addressing un-
certainty in all aspects of an event that may affect
who needs to take what action and when remains a
relatively underresearched topic. While initial work
on the effects of uncertainty on PAR decision mak-
ing has begun,(24,25) much more is needed. Research
questions in this theme include: (1) What role does
uncertainty play in setting and detecting triggers? (2)
How can uncertainty in trigger input factors be com-
municated to emergency managers? and (3) What
common errors occur in setting triggers and how can
we minimize their negative impact?(86)

4.7. Visualization for Decision Support

Communicating triggers is a challenge, but there
are opportunities to use methods in scientific visu-
alization to convey them and associated uncertainty
to both emergency managers and target groups.(87–89)

Research questions in this area include: (1) How can
triggers be depicted graphically to help communicate
and detect the triggering condition? (2) How can un-
certainty about the elements in both chains of events
(hazard progression and target group response) be

conveyed to emergency managers? and (3) How can
analysts model and visualize the dynamics of the cou-
pled natural-built-social system within which triggers
are set?

4.8. Training and Policy

One natural outcome of warning trigger research
is improved training and policy for emergency man-
agers. Questions in this area include: (1) How can
we better train emergency managers to set effec-
tive triggers? (2) Is there a way to reduce the likeli-
hood of selecting incorrect triggers by training emer-
gency managers more effectively? (3) What are the
key steps that are taken in formulating triggers (e.g.,
environmental trigger condition, target group, and
PAR)? and (4) When should a decision point (i.e.,
postponing target group and action specification) be
used over a trigger condition? Trigger policy is also
in need of study, and many jurisdictions provide in-
formation about their approaches (e.g., fire crews re-
treat when flame lengths exceed 3 m in Australia).
Questions in this area include: (1) What trigger poli-
cies have agencies set for different environmental
hazards? (2) What methods can be used to compare
the effectiveness and resource requirements of dif-
ferent trigger policies? and (3) How can trigger re-
search be developed to best inform policy?

5. CONCLUSION

While warning triggers have not been a signifi-
cant research topic in environmental hazard and dis-
aster research, their study may lead to advances in
protective action theory, modeling, and practice. The
research agenda described provides an initial direc-
tion for progress in this critical area. Warning trig-
gers are a very interdisciplinary topic, so there is a
need for a wide range of perspectives on their role
in protective action decision making, modeling, and
decision support.
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earthquake early warning around the world: An introductory
overview. Seismological Research Letters, 2009; 80(5):682–
693.

41. Zollo A, Amoroso O, Lancieri M, Wu Y-M, Kanamori
H. A threshold-based earthquake warning using dense ac-
celerometer networks. Geophysical Journal International,
2010; 183(2):963–974.

42. Moran SC, Freymueller JT, LaHusen RG, McGee KA, Poland
MP, Power JA, Schmidt DA, Schneider DJ, Stephens G,
Werner CA, White RA. Instrumentation recommendations
for volcano monitoring at U.S. volcanoes under the National
Volcano Early Warning System. Scientific Investigations Re-
port 2008–5114, United States Geological Society, 2008.

43. Carpenter TM, Sperfslage JA, Georgakakos KP, Sweeney T,
Fread DL. National threshold runoff estimation utilizing GIS



10 Cova et al.

in support of operational flash flood warning systems. Journal
of Hydrology, 1999; 224(1–2):21–44.

44. Baum RL, Godt J. Early warning of rainfall-induced shal-
low landslides and debris flows in the USA. Landslides, 2010;
7:259–272.

45. Sorensen JH, Carnes SA, Rogers GO. An approach for
deriving emergency planning zones for chemical munitions
emergencies. Journal of Hazardous Materials, 1992; 30:223–
242.

46. Mitchell JT, Cutter SL, Edmonds AS. Improving shadow evac-
uation management: Case study of the Graniteville, South
Carolina chlorine spill. Journal of Emergency Management,
2007; 5(1):28–34.

47. McCormack GR, Cerin E, Leslie E, Du Toit L, Owen N.
Objective versus perceived walking distances to destinations:
Correspondence and predictive validity. Environment and Be-
havior, 2007; 40:401–425.

48. Zhang Y, Prater CS, Lindell MK. Risk area accuracy and evac-
uation from Hurricane Bret. Natural Hazards Review, 2004;
5:115–120.

49. Arlikatti S, Lindell MK, Prater CS, Zhang Y. Risk area ac-
curacy and hurricane evacuation expectations of coastal resi-
dents. Environment and Behavior, 2006; 38:226–247.

50. National Research Council. Geotargeted Alerts and Warn-
ings: Report of a Workshop on Current Knowledge and Re-
search Gaps. Washington, DC: National Academies Press, doi:
10.17226/18414, 2013.

51. Bean H, Sutton J, Liu BF, Madden S, Wood MW, Mileti DS.
The study of mobile public warnings messages: A review and
research agenda. Review of Communication, 2015; 15(1):60–
80.

52. Lindell MK, Huang S-K, Wei H-L, Samuelson CD. Percep-
tions and expected immediate reactions to tornado warning
polygons. Natural Hazards, 2016; 80(1):683–707.

53. Chen X, Zhan FB. Agent-based modeling and simulation
of urban evacuation: Relative effectiveness of simultaneous
and staged evacuation strategies, Journal of Operational Re-
search, 2008; 59:25–33.

54. Li D, Cova TJ, Dennison PE. A household-level approach
to staging wildfire evacuation warnings using trigger model-
ing. Computers, Environment and Urban Systems, 2015; 54:
56–67.

55. Ritter K. Feds project Lake Mead water level below trigger
point in 2017; Arizona, Nevada could see cuts. Associated
Press, May 19, 2015.

56. Perry RW, Lindell MK. Emergency Planning. Hoboken, NJ:
John Wiley, 2007.

57. Sorensen JH, Shumpert B, Vogt B. Planning protective ac-
tion decision-making: Evacuate or shelter-in-place? Journal of
Hazardous Materials, 2004; 109:1–11.

58. Nagele DE, Trainor JE. Geographic specificity, tornadoes,
and protective action. Weather, Climate & Society, 2012;
4:145–155.

59. Li A, Nozick L, Davidson R. Shelter location and transporta-
tion planning under hurricane conditions. Transportation Re-
search Part E: Logistics and Transportation Review, 2012;
48(4):715–729.

60. Cova TJ, Drews FA, Siebeneck LK, Musters A. Protective ac-
tions in wildfires: Evacuate or shelter-in-place? Natural Haz-
ards Review, 2009; 10(4):151–162.

61. Anguelova Z, Stow DA, Kaiser J, Dennison PE, Cova TJ. In-
tegrating fire behavior and trafficability models to assess fire
danger to pedestrians within the US-Mexico border zone. Pro-
fessional Geographer, 2010; 62:1–18.

62. Wood NJ, Jones J, Spielman S, Schmidtlein M. Community
clusters of tsunami vulnerability in the US Pacific North-
west. Proceedings of the National Academy of Sciences, 2015;
112(17):5354–5359.

63. Klein GA. A Recognition-Primed Decision (RPD) Model of
Rapid Decision Making. New York City, NY: Ablex Publish-
ing Corporation, 1993.

64. Endsley MR. Toward a theory of situational awareness in dy-
namic systems. Human Factors, 1995; 37:32–64.

65. Endsley MR. Situation awareness misconceptions and misun-
derstandings. Journal of Cognitive Engineering and Decision
Making, 2015; 9(1):4–32.

66. Endsley MR. Final reflections: Situation awareness models
and measures. Journal of Cognitive Engineering and Decision
Making, 2015; 9(1):101–111.

67. Mendonça D, Beroggi GEG, Wallace WA. Decision sup-
port for improvisation during emergency response opera-
tions. International Journal of Emergency Management, 2001;
1(1):30–39.

68. Turoff M, Chumer M, Van de Walle B, Yao X. The design
of a dynamic emergency response management information
system (DERMIS). Journal of Information Technology and
Application, 2004; 5(4):1–34.

69. Regnier E, Harr P. A dynamic decision model applied to hur-
ricane landfall. Weather and Forecasting, 2006; 21:764–780.

70. Shahparvari S, Chhetri P, Abareshi A, Abbasi B. Multi-
objective decision analytics for short-notice bushfire evacua-
tion: An Australian case study. Australasian Journal of Infor-
mation Systems, 2015; 19:S133–S151.

71. (FEMA) Federal Emergency Management Agency. HURRE-
VAC and Inland Winds: Documentation and User’s Manual
Version 1.0. Washington, DC: Federal Emergency Manage-
ment Agency, 2000.

72. (FEMA) Federal Emergency Management Agency. HURRE-
VAC 2010: A Quick Reference Guide, Washington, DC: Fed-
eral Emergency Management Agency, 2010.

73. Cova TJ, Dennison P, Kim T, Moritz MA. Setting wildfire
evacuation trigger-points with fire spread modeling and GIS.
Transactions in GIS, 2005; 9:603–617.

74. Dennison PE, Cova TJ, Moritz MA. WUIVAC: A wildland-
urban interface evacuation trigger model applied in strategic
wildfire scenarios. Natural Hazards, 2007; 41:181–199.

75. Larsen JC, Dennison PE, Cova TJ, Jones C. Evaluating dy-
namic wildfire evacuation trigger buffers using the 2003 Cedar
Fire. Applied Geography, 2011; 31(1):12–19.

76. Lindell MK. Evacuation planning, analysis, and management.
Pp. 121–149 in Bariru AB, Racz L (eds). Handbook of Emer-
gency Response: A Human Factors and Systems Engineering
Approach. Boca Raton, FL: CRC Press, 2013.

77. Murray-Tuite P, Wolshon B. Evacuation transportation mod-
eling: An overview of research, development, and practice.
Transportation Research C: Emerging Technologies, 2013;
27:25–45.

78. Sorensen JH. Hazard warning systems: Review of 20 years of
progress. Natural Hazards Review, 2000; 1:119–125.

79. Klein G. Naturalistic decision making. Human Factors: The
Journal of the Human Factors and Ergonomics Society, 2008;
50(3):456–460.

80. Zsambok CE, Klein G. Naturalistic Decision Making. New
York, NY: Psychology Press, 2014.

81. Wood MD, Bostrom A, Bridges T, Linkov I. Cognitive map-
ping tools: Review and risk management needs. Risk Analysis,
2012; 32(8):1333–1348.

82. Morss RE, Demuth JL, Bostrom A, Lazo JK, Lazrus H. Flash
flood risks and warning decisions: A mental models study of
forecasters, public officials, and media broadcasters in Boul-
der, Colorado. Risk Analysis, 2015; 35:2009–2028.

83. Hegarty M. Components of spatial intelligence. Psychology of
Learning and Motivation, 2010; 52:265–297.

84. Kozhevnikov M, Evans C, Kosslyn SM. Cognitive style as
environmentally sensitive individual differences in cognition:
A modern synthesis and applications in education, business,



Warning Triggers in Environmental Hazards 11

and management. Psychological Science in the Public Interest,
2014; 15(1):3–33.

85. Lindell MK, Perry RW. Nuclear power plant emergency warn-
ing: How would the public respond? Nuclear News, 1983;
26:49–53.

86. Meyer JP, Olinger D. Tapes show Waldo Canyon fire evacua-
tions delayed two hours. Denver Post, July 20, 2012.

87. Kim T, Cova TJ, Brunelle A. Using exploratory animation to
analyze wildfire protective action recommendations. Natural
Hazards Review, 2006; 7:1–11.

88. Kinkeldey C, MacEachren AM, Riveiro M, Schiewe J.
Evaluating the effect of visually represented geodata un-
certainty on decision-making: Systematic review, lessons
learned, and recommendations. Cartography and Geographic
Information Science, 2015. DOI: 10.1080/15230406.2015.
1089792.

89. Kinkeldey C, MacEachren AM, Schiewe J. How to assess vi-
sual communication of uncertainty? A systematic review of
geospatial uncertainty visualisation user studies. Cartographic
Journal, 2014; 51(4):372–386.




